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Abstract. Software projects always generate a lot of data, ranging from informal documentation to a database with thousands of lines of code. This information extracted from software projects takes even greater when it comes to OSS (Open Source Software). Such data may include source code base, historical change in the software, bug reports, mailing lists, among others. Using data mining techniques, we can extract valuable knowledge of this set of information, thus providing improvements throughout the process of software development. The results can be used to improve the quality of software, or even to manage the project in order to obtain maximum efficiency. This article proposes the application of data mining techniques to cluster software projects, cites the advantages that can be obtained with these techniques, and illustrates the application of data mining in a Open Source Software database.
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1 Introduction and Motivation

The decision making process of most organizations is based on past experience, pre-established standards or even the simple consensus of a group of managers who did not have at their hands tools good enough to support them in such decisions. Developers often use their experience to add features or fix bugs in software. IT managers allocate resources, as employees for example, based on their intuition and experience in previous projects, keeping in mind only the understanding of the complexity of this new project in relation to projects that have already participated. Software repositories contain valuable information about various software projects. Using information stored in these repositories, professionals can rely less on their experience and intuition, and rely more on historical data, which can be found in abundance [5].

According to Mendonca (1999, cited by Xie Tao et al., 2007)[8], the idea of applying data mining techniques on information extracted from software engineering has existed since mid-1990, but only after 2001, with the Mining Software Repositories workshop (MSR) that the subject began to attract people from around the world, with varied interests in mining information from these software repositories.

As shown in Figure 1, we can extract information from a source code repository or even text in documents generated by software engineering process. With this information we can apply various data mining algorithms such as classification and clustering, thereby obtaining sufficient knowledge to support different tasks in software engineering (programming, error detection, testing, etc.).

Figure 1: Overview of data mining in software engineering [8].
2 Database

Before explain how we clustered software projects, we should mention where we obtained such data used in this study.

FLOSS (free / libre / open source software) is a software that is licensed to grant the right of users to use, modify, study, improve and redistribute it without restrictions using its source code available to anyone. This approach has gained momentum and acceptance among people and companies due to the great benefits it can bring, for e.g. the benefit to share information and even code snippets to improve the software quality. With this strong need to share information and source codes of software, various repositories in the network have emerged, for example SourceForge, GoogleCode, Freshmeat, Rubyforge, among others.

Using data available on the web, mainly in software repositories, a collaborative project called FLOSSmole was created to collect, share, and store comparable data and analysis of the FLOSS development for academic research. The project is based on continuous data collection and analysis efforts of many research groups, reducing duplication and promoting compatibility both in the data sources of FLOSS software, as well as in research and analysis [6]. In the FLOSSmole project, data was collected in different software repositories. This data was stored in relational databases (SQL), and available on FLOSSmole Project website [2]. For this study, we used the database collected from SourceForge repository, as they are the largest repository of projects today, and it is well known among developers.

According to Crowston and Howison (2004)[7], collecting data on SourceForge faces many difficulties such as projects that are no longer updated and important data that are hosted outside of SourceForge repositories. These issues can directly affect the analysis of projects, for example, reduce the amount of variables that we could obtain from each project due to lack of information concentrated in one place. Lots of information regarding projects is hosted outside of SourceForge repositories, preventing their collection. It is also important to be very careful when dealing with such data. The analysis of SourceForge projects should not simply take into account all variables, and yes, carefully consider which variables are critical for the research in question.

3 Cluster Analysis

Clustering is the process of grouping data into classes or clusters so that objects within a cluster have high similarity between them, but are very different from objects in other clusters. These similarities are evaluated based on the values of attributes that describe the objects, and for this we use the distance measures. Clustering is widely used in many areas such as data mining, statistics, biology, and machine learning.

Unlike classification, which predicts the class of an object based on the class of other objects, the Clustering groups those objects according to their similarities, and only then classifies each cluster according with the objects it contains. For this reason, Clustering is considered a form of learning by observation, rather than learning from examples. The advantages of this procedure based on Clustering are its adaptability to change.

According to Han (2006) [4], major clustering methods can be classified into the following categories listed.

3.1 Partitioning methods

Given a database with n objects or data tuple, a partitioning method constructs k partitions of data, where each partition represents a cluster and \( k \leq n \). These k groups must meet two criteria. (1) Each group must contain at least one object, and (2) each object must belong to exactly one group. It is noteworthy that the second criterion can be modified using some fuzzy techniques.

Given k, the number of clusters to be created, the method for initial partitioning creates partitions and then uses an iterative relocation technique that attempts to improve the partitioning by moving objects from one group to another, taking into consideration that a good partitioning occurs when objects in same cluster are “close” to each other and objects from different cluster are “distant” from each other.

Among the best known partitioning methods are k-means, where each cluster is represented by the average values of the objects in the cluster, and k-medoids, where each cluster is represented by the object closest to the center of the cluster.

3.2 Hierarchical methods

A hierarchical method creates a composition or decomposition of a set of reported data, representing them in a tree form, commonly known as dendrogram. We can classify these methods in hierarchical agglomerative or divisive.

The agglomerative approach, also called bottom-up, begins with each object being a separate group. As iterations occur, these clusters are grouped according to their proximity and new clusters are formed until all objects form a single cluster, generating the dendrogram. Oppositely, the divisive approach, also called top-down,
starting with all objects in one single cluster, and for each iteration a cluster splits into smaller clusters until each object becomes a single cluster, or stop condition is achieved in Figure 2.

Hierarchical methods better know include BIRCH (Balanced Iterative Reducing and Clustering Using Hierarchies), ROCK (RObust Clustering using linKs), and Chameleon, based on the weaknesses found in hierarchical clustering algorithms CURE and ROCK.

![Figure 2: Agglomerative and divisive hierarchical clustering [4].](image)

3.3 Density-based methods

The general idea of density-based methods is to make the cluster continues to grow as the density, i.e. the number of objects in the neighborhood exceeds some threshold. Each object of a cluster must contain a minimum number of neighboring objects in a given range and this minimum amount of neighboring objects should be previously informed.

The method starts the execution with an arbitrary object, and if the neighborhood of this object meets the minimum density previously informed those neighbors are included in the group. The process is then repeated for these new items added until the threshold density is reached.

The main advantage of density-based methods is that they can find groups with arbitrary shapes such as cylindrical or elliptical, and require no initial information on the number of clusters to be formed.

Among the methods based on density, the best known are: DBSCAN (Density-Based Spatial Clustering of Applications with Noise), OPTICS (Ordering Points To Identify the Clustering Structure) and DENCLUE (Density-based CLUstEring).

3.4 Grid-based methods

Cluster Analysis methods based on grids divide the object space in \( x \) number of cells. Then these cells are divided into another and so on, forming different levels of resolution. It is through these cells that objects are grouped. Thus, it has a hierarchical structure.

The main advantage of these methods is that its speed depends only on the resolution of the grid (where the data is plotted) and not the size of the database. Because of this, grid-based methods are appropriate for high-density databases, i.e. with a very large number of objects in a limited space.

The grid-based methods most used are STING (Statistical Information Grid) and WaveCluster.

3.5 Model-based methods

The model-based methods try to adjust some mathematical model to data. The methods are often based on the assumption that the data are generated from a mixture of probability distributions and follow one of the two main approaches: statistical or neural network. This method is not widely used, mainly by the processing time which is usually quite long.

The model-based methods most used are the EM (Expectation-Maximization), which is usually seen as an extension of the paradigm of the \( k \)-means, but without the need to specify the number of clusters, the COBWEB, a form of conceptual clustering, and SOM (Self-Organizing feature Maps), which is an algorithm with neural network approach.

4 Methodology

In the methodology we will discuss important information regarding the application created to exemplify the data mining in software projects. Therefore, we explain how we clean the data, including variable selection and exclusion of outlier values (values far from any cluster), which methods we used, among others.

The methodology is divided into two parts: Sorting and filtering data, and clustering methods.

4.1 Sorting and filtering data

In the data selection we will choose the most interesting variables to cluster projects and eliminate outliers, i.e. data that are far away from the main group of data, or outside the “normal”.

Analyzing data from SourceForge repositories provided by the FLOSSmole project, the following attributes were chosen to characterize the software projects: 

- `proj_unixname`(project unique name), `num_desenvolvedores`(number of developers), `db_name`(database name), `publico_alvo`(intended audience), `linguagem_programacao`(programming languages), `topic`. The names are already self-explanatory, being `proj_unixname` the primary key of the database. First we list the possible variables for each project in order of relevance, and then choose
the top five. To avoid delays in the execution of clustering methods, we had to select only five variables, remembering that this work aims to focus more on the proposal of clustering software projects for future consideration, not the application itself; such application was created only with the intended to exemplify the use of a clustering method in software projects. For nominal attributes, it would be interesting to list the possibilities contained in each, however, being many, we will list only the amount of possible values for each attribute. The possibilities are described below:

- *num desenvolvedores*: 1 to 103 developers.
- *banco de dados*: 38 possibilities.
- *publico alvo*: 22 possibilities.
- *linguagem programacao*: 70 possibilities.
- *topico*: 305 possibilities.

The MySQL database provided by the FLOSSmole project has initially 204,439 registered projects. These data were obtained in December 2009 and are available in their repository on Google Code. The five attributes selected for each software project are in different tables in the database provided. As the query requires a join of five tables, we created another database, named *flossmolesf join* containing the six attributes that need to evaluate a project, making the query faster.

For performance in the implementation of clustering methods, we selected only 4,094 software projects of 204,439 provided by the original database (*flossmolesf*). This generated 43,042 lines in our new database created *flossmolesf join*. Note that the number of rows in the database is bigger than the number of projects, because a project can be repeated several times (e.g. when it uses two different databases). To make this junction and selecting information in the database *flossmolesf*, and insertion into the database *flossmolesf join*, was created a little application in Java that connects to a database, make the query and then insert the result in another database.

To maintain consistency in the clusters formed by the clustering methods, we need to filter the data provided. To filter this data, we will require that some attributes appear certain amount of times. For example, Figure 3 shows the number of developers and number of projects that have this number of developers. Through this figure we can see an agglomeration in projects with number of developers from 1 to 9, especially with only one developer (2,915 projects). So we will include only projects with the number of developers between 1 and 9, decreasing the number of projects for 4,026, and the number of rows of the query to 39,769. With that, we have a removal of outliers that did not affect the grouping, since the number of projects decreased only in 68. Some projects had zero number of developers, that is, at this moment the project was abandoned. These projects were previously removed at the time of transfer of the databases *flossmolesf* to *flossmolesf join*.

<table>
<thead>
<tr>
<th>num desenvolvedores</th>
<th>qt</th>
<th>num desenvolvedores</th>
<th>qt</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2915</td>
<td>20</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>548</td>
<td>21</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>223</td>
<td>22</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>132</td>
<td>25</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>79</td>
<td>27</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>48</td>
<td>29</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>36</td>
<td>30</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>20</td>
<td>31</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>27</td>
<td>34</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>38</td>
<td>2</td>
</tr>
<tr>
<td>11</td>
<td>11</td>
<td>42</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>3</td>
<td>46</td>
<td>1</td>
</tr>
<tr>
<td>13</td>
<td>2</td>
<td>48</td>
<td>1</td>
</tr>
<tr>
<td>14</td>
<td>5</td>
<td>75</td>
<td>1</td>
</tr>
<tr>
<td>15</td>
<td>5</td>
<td>87</td>
<td>1</td>
</tr>
<tr>
<td>16</td>
<td>5</td>
<td>86</td>
<td>1</td>
</tr>
<tr>
<td>18</td>
<td>2</td>
<td>103</td>
<td>1</td>
</tr>
<tr>
<td>19</td>
<td>4</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 3: Number of developers and number of projects that have this number of developers.

4.2 Clustering methods

To execute the clustering methods we use the open-source software Weka. OSS Weka is a toolkit consisting of a collection of machine learning algorithms oriented to data mining tasks [3].

An important detail to be highlighted in data mining is usually regarding the types of data. Some algorithms only accept numeric values and others accept only nominal values, however, for the algorithms used in this work we don’t need to worry about it, because they transform the data to the required type automatically.

For this work we use the partitioning clustering method, specifically the *k-means*, for better suit the proposed goal, to be better known, and easier to understand. The software Weka has an implementation of the enhanced *k-means* called *SimpleKMeans* where it is not necessary to convert nominal values to numeric.

To highlight one of the advantages of applying data mining techniques for clustering software project, we created a project with the name *KMEANS*, three de-
velopers, MySQL database, education as intended audience, PHP programming language, and topic as Dynamic Content. We inserted this project in the ARFF file, which is a file type used by Weka, and execute the algorithm SimpleKMeans using six clusters. The 39,770 instances were divided as follows:

<table>
<thead>
<tr>
<th>Cluster</th>
<th>N° instances</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>5821</td>
<td>15%</td>
</tr>
<tr>
<td>1</td>
<td>5381</td>
<td>14%</td>
</tr>
<tr>
<td>2</td>
<td>12611</td>
<td>32%</td>
</tr>
<tr>
<td>3</td>
<td>5262</td>
<td>13%</td>
</tr>
<tr>
<td>4</td>
<td>7346</td>
<td>18%</td>
</tr>
<tr>
<td>5</td>
<td>3349</td>
<td>8%</td>
</tr>
</tbody>
</table>

Table 1: Number of instances per cluster

The OSS Weka provides a tool for analysis of clusters that can show us many interesting information. For example, Figure 4 shows the distribution of Clusters (x axis) for Instances (y axis), and the color representing the database. Since we have many types of databases, we highlighted all in gray, except for MySQL databases (black), SQL-based (blue), JDBC (red) and XML-based (green), which are frequently used in software projects for this case. Analyzing this figure, it is evident some information, when objects in same cluster are “close” to each other and objects and JDBC on the cluster 4. You can also noticed that even the SQL-based database being the second most used in the projects, no cluster had the predominance of this. With these and other information, we can draw conclusions focusing mainly in clusters. Thus discovering more about the cluster on which our project fits.

With Weka, we can regenerate an ARFF file or CVS, but with the new information, which is the cluster in which each project was allocated. When we export a CVS file with Weka, we can open it with a spreadsheets editor, and better organize the results, including insert filters to list only the selected cluster. The project initially created, KMEANS, was allocated on the cluster 4. This cluster included projects such as abc-123, abettor, backoffice-irc, azumaportal, who somehow has a similarity with the project KMEANS.

5 Conclusion

In this topic we will discuss some advantages and precautions that should be taken when using clustering methods in software projects.

It’s clear the difficulty that software engineers have to deal with the allocation of resources in projects that are starting. Imagine a scenario of a large software company with many employees, and projects being completed and started at any time. Using a database where all the company’s projects were registered, with information such as employees who worked on the project and its productivity, we could use cluster analysis to form clusters of projects, thereby obtaining very interesting results, such as which possibly will be the deadline for completion of this new project or which developers are best suited to participate in this project. These variables can be extended to obtain other information, such as the reuse of source code for similar projects, technologies that best apply to these projects, and last but not least, the allocation of resources, from physical assets, such as machines, to financial resources, as expenditures on employees.

If we have at hand a database with many projects, such as the SourceForge database, we can further refine the clusters. In the process of selection and filtering of data, we can use certain criteria that help define a project that was successful in its implementation. Crowston et al. (2003)[1], cites some pointers that may help identify an OSS project success. Some measures of success are suggested in the literature, for example, user satisfaction, with indicators of opinion and evaluation of users, and in relation to the use of software, with indicators of number of downloads, number of users, among others.

The use of cluster methods in software projects can offer a wide variety of important information, but the analysis of these data must be done cautiously. Despite not having been mentioned on the example used in this article, it is important to use weights for each attribute of the software project. For example, in some cases it may be interesting to give a greater relevance in the database involved, and less on the audience. By using some measures like this, we can obtain results that best fit what we want.
Although this paper is focused on clustering methods, nothing prevents us from using other data mining techniques to extract information from software projects in order to improve its management. We could use association rules to find relationships between the attributes of the projects. For example, projects with a number of developers over 10, increase its cost by 90%, but with a yield of only 30%. This information suggests that hiring more than 10 developers may end up compromising their chances of success of such a project. Another idea would be to classify the chance of success of a newly created project using some criteria to define the success rate of a project, as mentioned earlier, and classification techniques, such as ID3 or J48. Xie et al. (2007) mentions several other data mining techniques that could be used to assist some tasks in software engineering such as, programming, error detection, testing, debugging and maintenance, focusing mainly on source code repository, bug reports and mailing lists.
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